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We investigate the control of state-selective population transfer in the THz spectral range generated by sub-
one-cycle pulse excitation. To this end we developed a zero-net-force modification of the optimal control
algorithm which allows us to extend the algorithm into the ultrashort pulse domain. By combining the analysis
of the control landscapes and that of optimal control theory, we were able to formulate a general mechanism
suitable for laser control by ultrashort pulses. The strategy consists of a superpositionsoptises with

carrier envelope phases ¢f= /2. The first pulse is effectively in resonance with the targeted transition,
while the second one, fired at around the minimum of the first pulse second lobe, removes leaking to the
dipole-coupled background state. To compensate for the pulses ultrashort duration, the carrier frequencies of
both pulses are red-shifted from the spectroscopic resonance.

I. Introduction been achieved only recently By solving the time dependent
Schrainger equation in the interaction representation via time
ordered exponentials, Uiberacker and Jakubetz were capable of
. : L9 ) treating two limiting situationd! One of them is the case when

for their effectiveness lies in the fact that the dynamics of the the pulse carrier frequency is much larger than the system

Ir;:l‘t;rlalljlzgs';irg 'S T.?Qgtizigls'm/aent?cdifgllsucl);etgearseub‘g’rgﬁ]_transition frequency, and the population dynamics exhibited no
b pe. y-cycie p P phase dependence. The opposite limit, when the carrier fre-

etrized as products of their envelope functlo_n and the carrier quency is much smaller than the system frequency, displayed
wave frequency. However, to fully characterize the shape of ' . .
dependence of the final state population on the sign of the

the electric field of a few-cycle laser pulse, one needs to specify lectric field
also the carrier-envelope (CE) or absolute phase of the pulse.e ec “C_ eld. ) )
The latter, defined as the relative phase that the maximum of In this paper we consider the case when the pulse carrier
the carrier wave has with respect to the pulse envelope, is thefrequency approaches the system transition frequency. In ref
crucial parameter to be stabilized in order to gain control over 21 this intermediate case was treated as a combination of terms
the system dynamids. arising from the two limiting cases. Jirauschek et2dlound

In the last couple of years fast progress in laser technology that at resonance the phase-dependence of the population
has made it possible to determine the value of the absolutedynamics emerges only in the nonlinear field regime, when the
phasé8 and to achieve active control over’ihence paving  Pulse power spectrurB(w) = /7,E(t)e** acquires CE phase
the way to applications in molecular dynamics. dependence. We have been also concerned with the population

Yet, rather few theoretici# and virtually no experimental ~ Inversion generated by sub-one-cycle pulse gxcnéi@i‘rand_
studie$!12have addressed molecular dynamics in the few-cycle Primarily with changes occurring in the Rabi-type dynamics.
pulse regime. State of the art quantum simulations have shownSpecifically, we found a shortening of the Rabi inversion period
that phase matching combinations of few-cycle infrared (IR) @nd proved that complete inversion is unobtainable under
and ultraviolet (UV) pulses are capable of breaking molecular resonant, ultrashort pulse conditi&hin the present contribution
Symmetry and achieving Spatia| Separation of Competing prod_ we extend these findings to the control of Iarge amplitude motion
ucts of photodissociatiol:24Well-timed IR+UV combinations ~ With the goal of developing robust strategies for frequency-
have been used to excite large amplitude torsional motion ondriven population inversion in the terahertz spectral range. In
the ground PES and subsequently to induce unidirectional laser control the rule of the game is to make the transition as
intramolecular rotation on the excited PES. fast as possible while retaining the maximum selectivity. In view

Turning to few-cycle IR pulses, we have analyzed laser-driven Of this, sub-one-cycle THz laser pulses became natural tools
tunneling in model one- and two_dimensional Systems and for Iaser COﬂtI’O| Of |al’ge amplltude Vibrations SUCh as the
proposed to control the motion by half-cycle pulses as alterna- intramolecular H-transfer motion in acetylacetone treated in this
tives to the static electromagnetic fiélt” Numerical simula- paper.
tions indicated a transition from phase-insensitive to phase- The rest of the paper is organized as follows: Section Il
sensitive dynamics as the laser carrier frequency swept awaydescribes the interaction of material system with an ultrashort
from resonancé?~20 However, an analytical understanding of laser pulse and extends optimal control theory into the sub-
the onset of carrier envelope phase dependent dynamics hagne-cycle pulse domain. Section Ill summarizes the character-
istics of the model system. Results are presented in section IV.
* Corresponding author e-mail: nadja.doslic@irb.hr. First the landscape of the control area is investigated in section

Few-cycle laser pulses are powerful tools for studying
fundamental aspects of lightatter interactiod* The reason
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IVA, and then the dynamics underlying optimal control theory
is analyzed in section IVB. The final section contains the
conclusion.

Il. Theoretical and Computational Background

Before proceeding with the implementation of optimal control
theory in the subcycle pulse limit it is useful to review some
technical issues of lasematter interaction in the ultrashort
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regime. In the length gauge the time dependent SchroedingerFigure 1. 0.33-cycle pulses with CE phasgs= 0 (left) and¢ = 7/2

equation describing the dynamics of a system with dipole
momentu(r) interacting with the electromagnetic field reads

() A

o Dy oy .
|h8tllf(r,t)— Ho(T) + c at

vy ()
whereHo(r) is the unperturbed Hamiltonian of the system, and
A(t) is the vector potential of the form

FoC .
Alt) = — jm(t)sm(wt + @) (2)
The electric fieldE(t) is then given by
E(t) = — i% = Fom(t)cos@t + @) +
Fodm(t) .
;Tsm(wt +¢) (3)

The first term in eq 3 corresponds to the ‘traditional’ radiation
pulse having a bell-shaped envelope functioi), a mono-
chromatic carrier wave of frequeney, and a carrier envelope
phase¢. For such a radiation pulse in a two-level system
characterized by a dipole matrix elemens, az-pulse defined
as

F
O;‘” ()t =

(4)

leads to complete population inversion. The second term
containing the time derivative of the pulse envelope, is negligible

in the many-cycle pulse case where the slowly varying envelope

approximation is valid, but gains in importance, and actually

(right). The total electric field of the pulse (bold line) is compared with
its two components: the ‘traditional’ pulse consisting of an envelope
and cosine carrier field (dashed line) and the time derivative of the
pulse envelope with a sine carrier field (dotted line).

An ultrafast pulse can be characterized by the number of
carrier wave oscillation contained within the pulse width
measured at half the maxim@a$

20y, =nT=n ™

C

SIS

In Figure 1 we display the time variation of the total electric
field of two ultrashortn: = 0.33 pulses with Ck® = 0 (cosine-
pulse) and¢ = m (sine-pulse) together with the two field
components specified in eq 3. By comparing the total field form
with its ‘traditional’ form (dashed line) two effects can be
seen: First, in the ultrashort limip, = 72/2, 37/2, 57/2... pulses
acquire higher peak field strengths and, in general, have larger
fluence than corresponding = 0, &, 27... pulses

Fe= [7 E®dt= Foza(l + 3mcnz) —
Fola(1 + mur®)cos(2p)cosechinr?)
3m,

(8)

where m; = nd/In(2 + «/§). Second, the inclusion of the
envelope function derivative term results in an effective increase
of the pulse frequenc’/. This can be readily seen by comparing

' the shape of the electric field around the pulse peaks. The effect

can be quantified by making use of eq 7 and by equating the
electric field of an ultrashort pulse at lower frequeney- 6
to that of a ‘traditional’ pulse (first term in eq 3) at frequency

becomes comparable to the first term in the sub-one-cycle pulsew

limit.
Following Brabec and Kraudave assumed a time-dependent
envelope functiorm(t), centered at = 0 of the form

m(t) = sec&é&) (5)

whereas, = a In(2 + «/:_-3) is the half width of the pulse at
half-maximum (HWHM). Experimentally @, (FWHM) is

referred to as the pulse duration, but in numerical simulations
it is more convenient to define the pulse duration as the interval

outside which the electric field is effectively zero. Specifically
we have assumedl = 2500 with s = 6.5. It is important to

—on
Fo secV(%) (cos(@ — o)) —

in( — )t — o)t
Sln((arécn )1y tam‘((wmcn ) )) =F, sec?(r:—ﬂt) cost) (9)

The frequency shift is then easily obtained by expanding the
equation around = 0 and solving ford

1+ m27?
o=wl|l- m

(10)

«/ 3+ 4rnC27t2 + mc4n4

notice that the envelope derivative term, which arises because

of the finite pulse duration, ensures the fulfillment of the zero-
net-force conditioh?5:26

SO EMdt=0 (6)

As it will be apparent shortly, the effective increase of the
pulse frequency is one of the key features of laser control in
the sub-one-cycle pulse domain.

To implement optimal control theoty2° in the ultrashort
pulse limit, the zero-net-force condition (eq 6) has to be

or, in other words, it guarantees that the electric field given in enforced. For this purpose let us introduce the penalty fagtor
eq 3 is a solution of the Maxwell equations in the propagation which weighs the magnitude of the DC component. The
region. objective functional to be maximized is then
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wherey;(t) is the initial wave functiong(t) is the optimal driving
field, andyi(t) is the Lagrange multiplier ensuring the satisfac- 0005 1
tion of the Schidinger equation. The system dependent
parameter, weighs the laser fluence, and the shape function
S(t) ensures a smooth switch on/off behavior of the field. The 0.000+ T ¥ T 7 T !
condition for obtaining the extremum of the functiodaleads
to a standard set of differential equations for the wave function q,/A
and the Lagrange multiplier, while the optimal field is given Figure 2. Schematic 1D cut through the 3D PES of ACAC. The
by eigenvalues of the lowest 10 states of the 3D surface are indicated by
horizontal bars. The lowest eigenval@eis above theC,, structure at

t 1
0=~ Lpimi 010, O, Oupoorag az 2T
° of all vibrational levels. In our three dimensional model the
In the derivation of eq 13 the terms proportional ée(f))? ground state splitting of ACAC i&(0* — 07) = 3.5 THz. The
have been neglected. Hence memory effects, useful whentwo lowest O-O stretching doublets exhibit larger splittings
dealing with complex target states in the continuum, have not of (1t < 17) = 5.5 THz andw(2* < 27) = 6.0 THz, while
been taken into accoufft. the energy differences between the three lowest doublets are
Alternative strategies to deal with laser control in the few- (0~ — 1*) = 6.7 THz andw(1~ — 2%) = 5.8 THz. A
cycle pulse limit can be envisaged. For example, one may startschematic representation of the lowest energy levels is given
from the time dependent Schiinger equation in the velocity  in Figure 2 together with the more simple notation indicated
gauge and derive a system of equations in terms of the vectoron the left of the scheme.
potential. However, when facing bound-state problems the In the following a population inversion between the two
present formulation appears to be more convenient. ground-state levels of ACAC is sought. Frequency-wise the
11.1. Model System.The present work is concerned with laser ground-state transition appears well separated from the adjacent
control of large amplitude nuclear motion in a multidimensional |200— |1Ctransition at 6.7 THz. However, the inspection of the
quantum system. As a model system we have selected acetydipole moment matrix elements reveals strong coupling between
lacetone (ACAC), a prototype molecule for symmetric, intramo- adjacent doublets that may influence the selectivity of the
lecular hydrogen transfer. The potential energy and dipole vibrational transition.
moment surfacg are constructed using three large amplitude

internal coordinates q given by [ll. Results and Discussion
qG=r+r, IlI.1. Analysis of State-Selective Population Transfer.
According to € 7 a one-cycle pulse with carrier frequenoy
Q=r,—r, = 3.5 THz has a duration df = 1869 fs. On this time scale
intramolecular vibrational energy redistribution is expected to
=10 (14) take place in ACAC, since the H-transfer mode is notoriously

strongly coupled to low-frequency modes of the molecular
wherer; is the distance from the hydrogen to the donor oxygen framework32 Hence, we first investigate the laser control area
atom, r, is the distance from the hydrogen to the acceptor by third-of-cycle pulses. The final population of thiIstate

oxygen atom, and is the OHO angle. In terms ofy{, d, gs) obtained by scanning the amplitude and carrier wave frequency
the molecular Hamiltonian reads of the electric field is shown in Figure 3. The images have been
obtained by fixing the absolute phase of the laser pulge+o
. RPMM T 9 0 and¢ = 7 on the left panel and t¢ = 72/2 and¢ = 37/2 on
Ho=— _ZZ_ G*—| +V(a, a4 a9  (15) the right one. To allow for vibrational wave packet formation
25500, 90 at high field strengths, eq 1 has been solved in the basis of the

lower 50 eigenstates of the system. Altogether 7500 simulations

where the kinetic energy matrix elemef8g are calculated as have been performed for each of the four CE phases in the range

3N 1 a0, A 0= Eo_s 0.003 y and 0.6< w < 4.8 THz. As car_1_b_e inferred
Gt =5 - —— (16) from Figure 3, however, the strong phase sensitivity character-
&m ox 0x; istic for wave packet driven reactions has not been found in
ACAC. On the contrary, the control landscape can be quite well
and {x} = x is the corresponding set of 3N Cartesian rationalized in terms of a vibrational progression in a N-level

coordinates. While the computational details of the eigenspec- system.

trum are given in ref 31, we mention here that the lowest  Two control areas can be readily identified. In the first one,
eigenvalue of the system at 5.64 kcal mols energetically spanned by 1.5 v < 3.0 THz and 0.00025 E; < 0.00060
above theC,, transition structure at 2.70 kcal md| indicating Ia, @ control yield close to 90% is achieved. K= 0 and¢
that tunneling plays no role in the H-transfer reaction in ACAC. = m peak populations oP; = 0.89 are obtained ab = 2.1
However, the double well symmetry of the PES induces splitting THz andEy; = 0.00042. The corresponding population dynamics
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Figure 3. Target state population at the end oh@= 0.33 pulse excitation. The variation of the final population is shown as a function of the
electric field strength and carrier frequency. The CE phasesg arer, 0 (left) and¢ = 37/2, 7/2 (right).
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population of the target state reaches= 0.87, during the
interaction with the laser pulses high lying vibrational states
are populated with peaks abofe = 0.3. This larger number
0.05 of states involved in the control gives rise to a pronounced phase
sensitivity, as can be seen by comparing the respective areas
on the left and right panel. Also, in this regime a switch from
phase insensitive frequency-driven transitions to phase sensitive
dipole-driven transitions is expected to occur. However, because
of the imposed zero-net-force condition and the asymmetry of
the x-component of the ACAC dipole moment the final
populations are symmetric with respect to changes of the CE
phase byz. These strong field control areas are clearly less
suitable for laser control, but their analysis may turn out useful
in experimental feedback control. Specifically, a control mech-
anism involving high lying vibrational states would be charac-
250 500 750 1000 1250 terized by the variation of the feedback field with respect to
tis the initial guess, with the instability of the control yield with

Figurle 4. Topil Zel'le'(lj:riCE(f)ieldOO(;O%Téj\: 0-3;1 pUl(SJeéNittth Secth'type respect to small variation in field parameters and with the
envelopew = 1. z,Ep = 0. , and¢ = 0. Bottom: time- : : -

resolved population of the lowest four stateg(solid, thin),P; (dotted, requwgment for high field strengths. o
thin), P (solid, bold), andP; (dotted, bold). By fixing the number of carrier wave oscillations i =

0.33 we have allowed changes in the pulse duration. For
corresponds to a Rabi-type transition between st@féand|10  example, a pulse with carrier wave frequenay= 1.2 THz
with population leaking to]2[] As explained in section I, has a duration of 1355 fs, while a pulse with frequency=
because of the rapid onset of the field a 0.33-cycle pulse acquires4 g THz has a duration of only 338 fs. However, in a typical
an effective frequency that is higher than its carrier wave gptimal control simulation the pulse duration is fixed, whereas
frequency. Hence a Q.33-qycle pulse with carrier frequency g restriction on the number of oscillations of the carrier is
= wo1 — 0 is effectively in resonance with thl— |00 jhosed. In Figure 5 the pulse duration has been fixed at 750
transition atwos. According to eq 10.’ the frequency_ _Sh'ﬂ fs, and the variation of the target state population with respect
amounts o = 1.'15 THz. The gener_allzem-pulse condition to the carrier frequency and intensity for four CE phases is
is, therefore, satisfied by. a pulse with frequencyaof: 2'3. shown. The duration of the pulses corresponds to that of a top-
THz th_at turns out to be in good agreement with the obtained efficiencyn. = 0.33 pulse with frequency = 72.2 (see Figure
Rzrc?j;rfgl/ \é?htjt?eor?axinﬁﬁlmTSf?i'ci\favr?c;ogﬁisgopv:svi)réézaftutrr:r?er 3). To facilitate comparison between different pulses the width

of the time-dependent envelope function was kept constant. With

shifted to the red because of the target state being the middle o .
state in al-type three-level systef?. that restriction, low-frequency pulses with< 1.2 THz do not

Comparing the behavior of extreme cosige= 0, x) and meet the numerical threshold of the zero net-force condition
sine ¢ = /2, 31/2) pulses one notices that sine-puises achieve (eq 6) and were not displayed. Clearly, the position and contrast

maximum population transfer at lower field strength. Specifi- ©f the peaks depend on the absolute phase. The cosine-pulse (
cally, the highest control yield is obtained B = —0.00034 = 0/7) driven dynamics, shown on the left, present a broad,
I andw = 72.2. The effect is a consequence of the CE phase fre.qugncy insensitive area of high yield conFroI. Because.of the
dependence of the pulse fluence given in eq 8. coincidence between the envelope and carrier wave maxima the
Let us now investigate the dynamics in the second control shape of the pulse is governed by the envelope function and is
area spanned by 0.8 w < 1.5 THz and 0.00k E; < 0.003 less sensitive on the carrier wave frequency. On the contrary,
Ia. Immediately, a high sensitivity of the target state population the carrier frequency is a more important control parameter for
with respect to the pulse parameters is observed. Efficient controlSine-type pulses. Since thg[ - |00 population transfer
is restricted to narrow parameters islands. Figure 4 displays theefficiency is dependent on the carrier wave frequency, two-
population dynamics of the lowest five vibrational states driven lobe pulses appear more suitable for laser control purposes.
by a top-efficiency pulse with parameters= 1.2 THz,E; = Namely, they can be more easily modified and possibly
—0.00151 h, and¢ = 0. Although at the end of the pulse the improved by frequency chirping.

o
o
2

-0.05

Electric field (10 2 1,)

P(t)




12404 J. Phys. Chem. A, Vol. 110, No. 45, 2006 Dodi¢

o= =0 o=3n2 0=n2

o (THz)
n
[ B oo B o B o ]

v ]

0.0015 0.0005 0.0005 0.0015 0.0015 0.0005 0.0005 0.0015
Electric field (1) Electric field (1)

Figure 5. Target state population at the end of a 750 fs pulse excitation. The variation of the final population is shown as a function of the electric
field strength and carrier frequency. The CE phasesparer, 0 (left) and¢ = 37/2, /2 (right).

Electric field (10 1,) =
@
05 o 0.2
0.25 -
T 0
0 =
2
-0.25 £ 02
@
-05 w
0.9
=~ 06
o
03
Figure 6. Near-invariance of the optimal control theory pulses. Time
variation of the electric field for several pulses with duration 450 200
< 1050 fs. tis

. . Figure 7. Top: Superposition of three control pulses with sech-type
l11.2. Optimal Control Theory Results. In the previous  envelope and duration of 750 fs. Monochromatic= 0.33 pulse with
section quite large population transfer yields for the ground- o = 2.2 THz, E, = 0.00034 4 (solid, thin). Optimal control theory
state inversion in ACAC have been achieved by using simple pulse (solid, bold). Compound pulse (dotted) obtained as a superposition
pulses. Therefore, the improvement via optimal control is Of two pulses with parametersi® = 0.33,w™ = 2.3 THz, B =
expected to occur by subtle changes of the simple Rabi-type 2:00037 A, ni®=0.33,0*) = 4.5 THz,E, = 0.00025 A. The center
dynamics. Accordingly, in our optimal control simulations the of the second pulse is at 450. ottom: the corresponding time-
y aly, T opt . resolved populations of the target st@t€land the background state
penalty factora. was kept quite hight (166400) in order to 1200
avoid multiple population transfers between the initial and target
state. Although both pulses have comparalflg populations at 450
Figure 6 shows a number of highly efficier®®y( > 0.96) fs, at the end of the optimal control pulse the populatiof6f
pulses in the range between 450t, < 1100 fs obtained by  is successfully driven back to the target state. The effect is
using our zero-net force variant of optimal control theory. The obviously caused by the peculiar shape of the second lobe. To
threshold for the DC field component was set to 0.1. A striking investigate this possibility we constructed the following com-
similarity among the pulses is readily observed. All pulses are pound pulse. The first third-of-cycle pulse wiih= 2.3 THz
characterized by the same absolute phasgg-efz/2 and by an andEp = 0.00037 A matches well the first lobe of the optimal
increase of the frequency in the second lobe of the pulse. control pulse (see Figure 7). At 450 fs, i.e., at the time when
Actually, the pulse appears as a superposition of two pulses: athe background-state reaches its maximum, we place the second
longer pulse with CE phas¢ = #/2, and a monochromatic  n. = 0.33 pulse withp = /2 andw, = 4.5 THz. The carrier
carrier, and a much shorter pulse centered at around thefrequency of the second pulse is effectively in resonance with
minimum of the second lobe. the |20 | 1[transition at 6.7 THz, but the frequency has been
The analysis of the population dynamics helps in deciphering corrected to compensate for its ultrashort duration according to
the optimal control mechanism. Figure 7 (top) displays three eq 10. The corresponding pulse and population dynamics are
pulses with duratiof,se= 750 fs and CE phasg = n/2. The shown by dotted lines.
corresponding population evolution curves for the target state Clearly, the two pulses superposition is very efficient and
|1Cand for the strongly coupled sta@& are shown on the lower  triggers a population dynamics similar to the one obtained by
panel. The simple pulse (solid, thin) with parametgrs 0.33, the OCT pulse. The role of the second pulse, which on the fly
o = 2.2 THz,Ep = 0.00034 achieves a target state population corrects for the leaking t{20] is essential for obtaining a large
of P; = 0.89, while the remaining population is mostly located control yield. It is worth noticing that the electric field strength
in |20with P, = 0.09. Actually, this simple pulse is the most of the second pulse was the only parameter optimized numeri-
effective generalized-pulse lying in the middle of the Rabi-  cally.
type control area shown in Figure 3. The optimal control pulse  Finally, let us make a detour into the multicycle pulse
(solid, bold) achieves a target state populatiorPpf= 0.98. dynamics and discuss some strategies for laser control of state-
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selective population transfer. Recently, Etinski ef‘ahave Of course, the carrier frequency of both pulses must be red-
proposed a control strategy in which a superposition of pulses shifted from resonance to compensate for their ultrashort
successfully removes leaking to the strongly coupled backgroundduration.

state. Apart from the main resonanpulse, an additional pulse
with a numerically optimized envelope function displaying two
maxima, and frequency close to the energy difference between
the target and intruder state, acts on the system. The timing of
the auxiliary pulse coincides approximately with the onset of
the background state population. Details of the underlying
mechanism are not completely clear because of the multicycle References and Notes
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